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Abstract

These lecture notes describe calculation of specific-source, common-source, and similarity-score-based likelihood ratios using Gaussian-distribution models. They demonstrate that, since it does not take account of typicality with respect the relevant population, the similarity-score approach does not result in appropriate likelihood-ratio values.
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1 Introduction

In the context of source attribution, when calculating a likelihood ratio, one must take account not only of the similarity between the items of interest, but also of their typicality with respect to the relevant population. The relevant population is the population from which, in the context of the legal case, the item of questioned origin could conceivably have come had it not come from the known source.\(^1\) The data used to train the likelihood-ratio models (particularly the model in the denominator) must

\(^1\) The relevant population could be explicitly proposed by the defence, but in common-law systems the defence in a criminal trial is under no obligation to propose an alternative to the prosecution’s proposition. A forensic practitioner usually has to decide what to adopt as the relevant population and communicate that decision to the court so that the court can later decide whether the forensic practitioner’s decision was appropriate, i.e., will it result in a likelihood ratio that answers a question of interest to the court.
be representative of the relevant population for the case, otherwise the calculated likelihood ratio will not answer the question of interest for the case.

Typicality with respect to the relevant population can be incorporated into the calculation of a likelihood ratio using either a specific-source or a common-source approach (Ommen & Saunders, 2021). Another approach, similarity-score-based calculation of likelihood ratios does not properly incorporate typicality with respect to the relevant population. We discuss each of these approaches below.

2 Specific-source approach

A specific-source likelihood ratio answers the two-part question:

1. What is the probability of obtaining the measured properties of the item of questioned-source if it came from the specific known source?

versus

2. What is the probability of obtaining the measured properties of the item of questioned-source if it came not from the specific known source but from some other source selected at random from the relevant population?

A specific-source calculation has the form given in Equation (1), in which $\Lambda$ is the likelihood ratio, $f(x|M)$ is a probability-density function, $x_q$ is the feature (or feature vector) extracted from the questioned-source item, and $M_k$ and $M_r$ are the specific-known-source model and the relevant-population model respectively. The specific-known-source model is trained using feature values extracted from multiple items sampled from the specific known source, and the relevant-population model is trained using feature values extracted from multiple items sampled from the relevant population.
Equation (2) provides an example of a simple model for calculating specific-source likelihood ratios. The model assumes univariate Gaussian distributions in both the numerator and the denominator, and assumes that all sources have the same within-source variance $\sigma^2_w$. In Equation (2), $f(x|\mu, \sigma^2)$, is a Gaussian probability-density distribution (parametrized using mean and variance), $\mu_k$ and $\mu_r$ are the specific-known-source mean and the relevant-population mean respectively, and $\sigma^2_w$ and $\sigma^2_b$ are the within-source variance and between-source variance respectively.

Figure 1 shows examples of the calculation of two specific-source likelihood ratios using Equation (2). The wider distribution represents the relevant-population model (denominator model), and the two peakier distributions represent two different specific-source models (numerator models). For these examples: $\mu_r = 0$, $\sigma^2_b = 100$, and $\sigma^2_w = 1$; for the filled circles $\mu_k = 0$ and $x_q = -1$, and for the unfilled circles $\mu_k = 20$ and $x_q = 19$.\(^2\) The resulting likelihood-ratio values, corresponding to the filled and unfilled circles respectively, are $0.24/0.040 = 6$ and $0.24/0.0066 = 36$.

\(^2\) The values in these examples, and in other examples below, were chosen purely for illustrative purposes.
Figure 1. Examples of the calculation of specific-source likelihood ratios.

3 Common-source approach

A common-source likelihood ratio answers the two-part question:

1. What is the probability of obtaining the measured properties of the items of questioned- and known-source if they both came from the same source (a source selected at random from the relevant population)?

versus

2. What is the probability of obtaining the measured properties of the items of questioned- and known-source if they each came from a different source (each a source selected at random from the relevant population)?

A common-source calculation has the form given in Equation (3), in which $\Lambda$ is the likelihood ratio, $f(x_q, x_k|M)$ is a joint probability-density function, $x_q$ and $x_k$ are the features (or feature vectors) extracted from the questioned- and known-source items respectively, and $M_s$ and $M_d$ are the same-source and different-source models respectively.
\[
\Lambda = \frac{f(x_q, x_k|M_s)}{f(x_q|M_d)f(x_k|M_d)}
\]

Equation (4) provides an example of a simple model for calculating common-source likelihood ratios. The model assumes univariate Gaussian distributions in both the numerator and the denominator, and assumes that all sources have the same within-source variance \(\sigma_w^2\). The numerator of Equation (4) integrates over all possible values for source means given the between-source distribution, with the constraint that \(x_q\) and \(x_k\) come from the same source. The denominator of Equation (4) integrates over all possible values for source means given the between-source distribution, but does so independently for \(x_q\) and for \(x_k\). The solutions to the integrals can be expressed as bivariate Gaussian distributions in which for the same-source model (the numerator model) the covariances equal the between-source variance, \(\sigma_b^2\), but for the different-source model (the denominator model) the covariances are zero, 0. This reflects the logic that if a source is selected at random from the population and the mean of the source is high, then two items selected at random from that source will both be expected to have high values. Likewise, if the mean of the source is low, the values of both items will be expected to be low. In general, the values of two items selected from the same source are expected to be correlated. In contrast, if two sources are selected at random from the population and the mean of one is high, there is no expectation that the mean of the other source will also be high. The mean of the other source is more likely to the average, and it is equally likely to be low as to be high. The values of two items each selected from a different source are not expected to be correlated.

This is the univariate version of the model described Aitken & Lucy (2014) as the “multivariate normal (MVN) procedure”, and in the automatic-speaker-recognition and forensic-voice-comparison literature (e.g., Prince & Elder, 2007; Kenny, 2010; Brümmer & de Villiers, 2010; Sizov et al., 2014; Morrison, Enzinger, et al., 2020) as the “two-covariance model” for “probabilistic linear discriminant analysis (PLDA)”. 
\[(4)\]

\[
\Lambda = \frac{\int f(x_q | \mu_i, \sigma_w^2) f(x_k | \mu_i, \sigma_w^2) f(\mu_i | \mu_r, \sigma_b^2) d\mu_i}{\int f(x_q | \mu_i, \sigma_w^2) f(\mu_i | \mu_r, \sigma_b^2) d\mu_i \int f(x_k | \mu_j, \sigma_w^2) f(\mu_j | \mu_r, \sigma_b^2) d\mu_j}
\]

\[
= \frac{f\left(\begin{bmatrix} x_q \\ x_k \end{bmatrix} | \begin{bmatrix} \mu_r \\ \mu_r \end{bmatrix}, \begin{bmatrix} \sigma_w^2 + \sigma_b^2 & \sigma_b^2 \\ \sigma_b^2 & \sigma_w^2 + \sigma_b^2 \end{bmatrix}\right)}{f(x_q | \mu_r, \sigma_w^2 + \sigma_b^2) f(x_k | \mu_r, \sigma_w^2 + \sigma_b^2)}
\]

\[
= \frac{f\left(\begin{bmatrix} x_q \\ x_k \end{bmatrix} | \begin{bmatrix} \mu_r \\ \mu_r \end{bmatrix}, \begin{bmatrix} \sigma_w^2 + \sigma_b^2 & 0 \\ 0 & \sigma_w^2 + \sigma_b^2 \end{bmatrix}\right)}{f\left(\begin{bmatrix} x_q \\ x_k \end{bmatrix} | \begin{bmatrix} \mu_r \\ \mu_r \end{bmatrix}, \begin{bmatrix} \sigma_w^2 & \sigma_b^2 \\ \sigma_b^2 & \sigma_w^2 \end{bmatrix}\right)}
\]

Figure 2 shows examples of the calculation of two common-source likelihood ratios using Equation (4). In Figure 2a the univariate distribution represents the relevant-population model with \(\mu_r = 0\), and \(\sigma_r^2 = \sigma_w^2 + \sigma_b^2\) (\(\sigma_b^2 = 100\), and \(\sigma_w^2 = 1\)), and the pairs of circles represent pairs of \(x_q\) and \(x_k\) feature values. For the filled circles \(x_q = -1\) and \(x_k = 1\), and for the unfilled circles \(x_q = 19\) and \(x_k = 21\). Figure 2b shows the projection of the \(x_q\) and \(x_k\) feature values into the two-dimensional space of Equation (4), and shows the peakier same-source model (the numerator model) and the flatter different-source model (the denominator model). The resulting likelihood-ratio values, corresponding to the filled and unfilled circles respectively, are \((41 \times 10^{-4})/(16 \times 10^{-4}) = 2.6\) and \((56 \times 10^{-5})/(3.0 \times 10^{-5}) = 19\).
Figure 2. Examples of the calculation of common-source likelihood ratios.

Although the example specific-source and common-source models above assume univariate Gaussian distributions, both specific-source and common-source models can fit more complex multivariate distributions. The latter can potentially exploit more useful information resulting in better performance, but they require larger amounts of data in order to estimate larger numbers of parameter values. In forensic casework, the
amount of case-relevant data is often limited. Solutions may include use of dimension-
reduction techniques, extraction of features using functional data analysis, and use of
embeddings from deep neural networks (DNNs) as feature vectors.

4 Similarity-score approach

Across multiple branches of forensic science, there have been repeated proposals to
calculate likelihood ratios using similarity-score-based approaches (see Morrison &
Enzinger, 2018). Such approaches may be motivated by situations in which a specific-
source approach cannot be adopted because the data only allow for a comparison
between one feature vector and one other feature vector (and this constraint may be
due to casework conditions, hence collecting more data may not be a possible solution).
They may also be motivated by the difficulties of trying to fit potentially complex
distributions in high-dimensional spaces using limited amounts of training data. Instead
of fitting models to feature vectors, as for the specific-source and common-source
models described above, models are fitted to scores which quantify degree of similarity
(or, inversely, degree of difference) between pairs of items. Similarity-scores are scalar
values that can be based, for example, on Manhattan distance, Euclidian distance, or a
correlation coefficient.4 Similarity-scores are calculated for pairs of items that are
known to come from the same source and for pairs of items known to come from
different sources, resulting in a set of same-source scores and a set of different-source
scores. The latter scores are used to train a model of the form given in Equation (5), in
which $\delta(x_q, x_k)$ is the function that calculates the score, and $M_{\delta,s}$ and $M_{\delta,d}$ are
univariate models trained on same-source scores and different-source scores

4 Some published literature has failed to distinguish between the calculation of likelihood ratios based on similarity-scores and the calibration of uncalibrated likelihood ratios (see Morrison, 2013, for an introduction to the latter). The confusion may stem from the fact that uncalibrated log likelihood ratios have usually been called “scores” (and the calibration process has been called “score to likelihood-ratio conversion”), but these scores are not similarity-scores, they are scores that take account of both similarity and typicality with respect to the relevant population.
respectively.

\[ \Lambda = \frac{f(\delta(x_q, x_k) | M_{\delta_5})}{f(\delta(x_q, x_k) | M_{\delta_6})} \]

A similarity-score-based likelihood ratio answers the two-part question:

1. What is the probability of obtaining the measured degree of similarity between the items of questioned- and known-source if they both came from the same source (a source selected at random from the relevant population)?

versus

2. What is the probability of obtaining the measured degree of similarity between the items of questioned- and known-source if they each came from a different source (each a source selected at random from the relevant population)?

It may not be immediately obvious, but similarity-score-based approaches do not properly account for typicality with respect to the relevant population. They are therefore not appropriate for calculating likelihood ratios addressing questions of interest for a court. Below, we briefly demonstrate that similarity-scores do not properly account for typicality with respect to the relevant population (more extensive arguments and demonstrations are presented in Morrison & Enzinger, 2018; Neumann & Ausdemore, 2020; and Neumann et al., 2020). In Figure 2a the distance between the two filled circles and the distance between the two non-filled circles is the same, 2 in each case, hence the two pairs of circles will both have the same similarity-score value. The two curves in Figure 3 represent Weibull distributions fitted to same-source scores and to different-source scores, which were obtained by drawing Monte Carlo samples of pairs of same-source feature values and pairs of different-source feature values from the population distribution (consisting of within- and between-source Gaussian
distributions with $\mu_r = 0$, $\sigma_b^2 = 100$, and $\sigma_w^2 = 1$), and using unsigned difference as
the score function, $\delta(x_q, x_k) = |x_q - x_k|$. Since the two pairs of circles in Figure 2a
have the same score value $\delta(x_q, x_k) = 2$, when score-based calculation of likelihood
ratios is applied (as graphically illustrated in Figure 3) they both result in the same
likelihood-ratio value, which in this example is $0.18/0.058 = 3.1$. Note, however, that
in the feature space in Figure 2a, the probability of obtaining the pair of filled-circle
feature values if each came from one of two different sources each selected at random
from the population is higher than the probability of obtaining the pair of non-filled-
circle feature values if each of them came from one of two different sources each
selected at random from the population, because the former pair are more typical than
the latter pair. Selecting two sources at random, the probability that they will both be
in the middle of the distribution is relatively high, whereas the probability that they
will both be on the same tail of the distribution is very low. Hence, the likelihood-ratio
value associated with the unfilled circles should be higher than the likelihood-ratio
value associated with the filled circles, which was the case when the common-source
approach was used (19 versus 2.6), but was not the case when the similarity-score-
based approach was used (both 3.1), quod erat demonstrandum: similarity-score-based
approaches do not properly account for typicality with respect to the relevant
population.
Some published research reports have cited publications such as Morrison & Enzinger (2018), Neumann & Ausdemore (2020), and Neumann et al. (2020), but have then proceeded to use similarity-score-based approaches anyway. Sometimes, they characterize the use of similarity-score-based approaches as entailing “some” loss of information, but we consider the loss of information about typicality with respect to the relevant population to be a loss of essential information, hence we take the position that the use of similarity-score-based approaches are not appropriate for evaluating strength of forensic evidence.
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