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1 Introduction

This report is a follow up to the review prepared for the 16th Interpol International Forensic Science Symposium in October 2010, and catalogues the research, advances, and application of scientific methodologies and techniques relating to the forensic examination of audio evidence. This report primarily consists of a literature review of published articles in forensic science journals and the proceedings of various working groups and forensic conferences between July 2010 and July 2013. It also contains references from other sources such as the Internet.

2 Authentication (Catalin Grigoras)

Forensic audio authentication research focused on two major topics: individual techniques to assess authenticity and a general methodology to authenticate digital audio recordings.

2.1 Individual techniques

File structure including header analysis is an important stage in digital audio authentication. Koenig & Lacey [1] presented a methodology to investigate the Olympus WMA (Windows Media Audio format) headers, showing that numerous differences between original and edited WMA files can be found for forensic purposes.

Compression history identification is another important issue in digital audio authentication. Shen et al [2] presented a method to discriminate between D-compressed AMR audio recordings and S-compressed, showing that more research is need to apply this technique on real data. Luo et al [3] proposed a method to assess the compression history of WAV files that have been previously compressed by MP3 or WMA and estimating hidden compression rates.

Other digital recording characteristics can also be used for digital audio authentication. Direct Current (DC) analysis is another technique presented by Koenig et al [4], showing its limits and the possibility to use it in forensic audio.

Chen et al [8] introduced a singularity analysis of the wavelet packet decomposition to detect speech audio forged operations in time domain.

Boss [9] presented the results of using ripple signals for digital audio analysis, showing that ripple signals are of high inter-local and very low intra-local variability.

The ENF analysis continued to garner attention and more studies have been run to extract, analyze, and compare ENF. Bao [10] proposed a new method to extract ENF using fractional Fourier Transform, while Su et al [11] explained a solution to separate the ENF components from recaptured audio recordings. Nicolalde et al [12][13] and Coetzee [14] presented detailed methods to investigate ENF amplitude and phase continuity of digital audio recordings. A correction algorithm for the effect of oscillator errors on ENF was proposed by Yuan et al [15]. Liu et al [16] presented a study of the accuracy and precision of quadratic frequency interpolation for ENF estimation. Yuan et al [17] described how simple Monte Carlo techniques and a database of grid reference data can be used to determine the operational parameters of the ENF matching process. Archer [18] analyzed the effects of lossy compression algorithms on ENF showing that hum is robust against the investigated codecs. Grigoras et al [19] presented a detailed database configuration for forensic analysis of ENF, while Jenkins & Steinhour [20] proposed developments to minimize ENF database corruption and system errors. Grigoras & Smith [21] reported advances in forensic ENF analysis including techniques to extract it, statistical tools for automatic search and analysis against a database, possible problems and proposed solutions to minimize measurement errors, database validation testing, and sample cases.

2.2. Forensic audio authentication framework

Korycki [22][23] presented different techniques for time-frequency investigations, tampering detection, and discussed the main methods used for authenticity analysis, including ENF and MP3 compression.

Gupta et al [24] explained recent developments in the audio authentication field including basic, preliminary audio analysis and advanced audio authentication techniques that exploit audio recording conditions and compressed audio features.

Grigoras et al [25] proposed an analytical framework for digital audio authentication including a neutral methodology to interpret and report the results.

Koenig & Lacey [26] presented an inconclusive digital audio authenticity examination, concluding that the recordings could not be scientifically authenticated through accepted forensic practices.
3. Forensic Speech Science (Geoffrey Stewart Morrison & Ewald Enzinger)

This section of the review focuses primarily on recent research on forensic voice comparison, but also briefly discusses recent research on disputed utterance analysis and on voice-based lie detectors. The review aims to be relatively comprehensive, but has not attempted to include all papers published in the area, and has for the most part ignored conference presentations not associated with archived proceedings papers.

3.1 Reviews and introductions

In 2010 Jessen [27] presented an overview of speaker profiling and of acoustic-phonetic approaches to forensic voice comparison, and Morrison [28] published an introduction to forensic voice comparison and evaluation of evidence intended to be accessible to a broad audience including lawyers. The latter also included a review of research on speaker identification by naïve listeners. In 2012 Amino et al [29] published a historical review of forensic voice comparison, and Perrot & Chollet [30] published a paper including a review of voice disguise techniques and their detection.

3.2 Survey of approaches and interpretive frameworks used by forensic-voice-comparison practitioners

Gold & French [31] surveyed forensic-voice-comparison practitioners as to their approaches and methodologies for evaluating the strength of evidence and the interpretive frameworks which they employed. The results were published in 2011 and included responses from 36 practitioners from 13 countries. The most striking finding, although not unexpected for those familiar with the field, was the lack of consistency across practitioners.

In terms of approach, the majority of practitioners (25 practitioners) based their evaluations on a mixture of acoustic-phonetic measurements and listening (although it was not clear how they combined the two), three used listening only (auditory approach), one used an acoustic-phonetic approach without an auditory component, and eight used an approach characterized as human-assisted automatic speaker recognition (although it was not clear what the human-assisted part consisted of and how it combined with the automatic part). Although not mentioned in Gold & French [31], the aural-spectrographic approach is also still practiced in multiple parts of the world (Morrison [32]).

In terms of interpretive framework, two practitioners made binary decisions (which logically require the imposition of a threshold on a posterior probability), and the largest group (14 practitioners) used verbal expressions from an ordinal posterior-probability scale (not necessarily the same scale across different practitioners). The second largest group (11 practitioners) used the so-called UK framework (French & Harrison [33]), and most of the remainder (7 practitioners) used the likelihood-ratio framework (4 presenting...
numeric likelihood-ratio values, and 3 presenting verbal expressions). The use of posterior probabilities by forensic scientists has been criticized (e.g., Balding [34], Buckleton [35], Evett [36], Robertson & Vignaux [37]) as it logically requires consideration of prior probabilities, e.g., the trier of fact’s belief as to the relative probabilities of the same-speaker versus the different-speaker hypothesis before the strength of the forensic-voice-comparison evidence is presented. The trier of fact’s prior probabilities with respect to the forensic-voice-comparison evidence will usually be influenced by other evidence already presented in the trial. The forensic scientist cannot know what the trier of fact’s prior probabilities will be, and they should not be exposed to other (task-irrelevant) evidence in the trial which could bias their estimate of the strength of the particular evidence which they have been asked to assess. The UK framework has also been criticized as being logically inconsistent, overly vague, and suffering from cliff-edge effects (Rose & Morrison [38], Morrison [28] [39]; see also the response in French et al [40]).

It would seem unlikely that there will be a substantial decrease in the fragmentation of the field in the short term, particularly at the practitioner level, but there are ongoing trends affecting both forensic science in general and forensic voice comparison in particular which are reflected in much of the research conducted over the last three years.

### 3.3 Paradigm change

One ongoing trend in the literature on the evaluation and interpretation of forensic evidence in general is the call to adopt the likelihood-ratio framework as the only logically correct framework. This has been strengthened over the last three years due to the response to the 2010 England & Wales Court of Appeal Ruling in R v T [2010 EWCA Crim 2439], e.g., Evett et al [41], Berger et al [42], Redmayne et al [43], Robertson et al [44], Morrison [45]. It was also at the core of the Royal Statistical Society’s first practitioner guide for judges, lawyers, forensic scientists and expert witnesses published in 2010 (Aitken et al [46]), and a major focus of the National Institute of Standards and Technology and National Institute of Justice (NIST/NIJ) 2012 report on latent fingerprint analysis [47]. Forensic voice comparison conducted within the likelihood-ratio framework has a history going back to the mid-to-late 1990s as can be traced through earlier Interpol Forensic Science Symposium review papers: Broeders [48][49], Bijhold et al [50], Kriigel et al [51]. Morrison [39] presented a history up to 2009 of the adoption of the likelihood-ratio framework for forensic voice comparison. Researchers and practitioners in forensic speech science fully committed to the use of the likelihood-ratio framework are, however, probably still a minority of those working in the field.

Another ongoing trend affecting forensic science in general is pressure to assess the validity and reliability of analytic approaches and methodologies. Calls for this have recently been published in the 2009 National Research Council Report on Strengthening Forensic Science in the United States (NRC [52]), and in the aforementioned 2012 NIST/NIJ fingerprint report [47].
Morrison [32] reviewed calls, from the 1960s onward, for empirical testing of the validity and reliability of forensic-voice-comparison approaches and methodologies under conditions reflecting those of the case under investigation. Morrison and colleagues [28] [32] [39] [45] [53] have proposed that the field of forensic voice comparison is undergoing a paradigm shift (also affecting forensic science in general), and that the use of the likelihood-ratio framework and the empirical testing of the validity and reliability of approaches and methodologies under conditions reflecting those of the case under investigation are two essential elements of the new paradigm.

Morrison and colleagues have also proposed the use of relevant data, quantitative measurements, and statistical models as a highly preferred element of the new paradigm because such an approach is more transparent, more easily replicated, and more easily tested than an approach in which the output of the system is based directly on the subjective experience-based judgment of a human expert. This last element is presented as highly preferred rather than essential because it must be subservient to the testing element – whichever system performs the best under the conditions of the case at trial should be employed. Morrison and colleagues have described concrete procedures for collecting and selecting relevant data [53] [54] and concrete procedures and metrics for testing validity and reliability [55] [56] [57] (see also Ramos & González-Rodríguez [58]).

3.4 Empirical research on forensic voice comparison conducted within the new paradigm

Papers reviewed in this section describe empirical studies which were, to a greater or lesser extent, conducted within the new paradigm, i.e., to a greater or lesser extent likelihood ratios were calculated on the basis of data, quantitative measurements, and statistical models, and the validity and reliability of the system was tested, and the training and test data were representative of the relevant population and reflective of the recording conditions of some real or imagined forensic case.

Becker et al [59] and Solewicz et al [60] compared the performance of several automatic forensic-voice-comparison systems on a test database of recordings taken from actual forensic cases (the data suffered from a degree of heterogeneity). Systems tested were two in-house systems employed by the German Federal Criminal Police Office (BKA) (see Becker et al [61] [62] [63] for detailed descriptions of these systems, SPES and VoCS), three in-house systems employed by the Israeli National Police, and two commercial systems employed by the French Police Technique et Scientifique. The performance of the different systems was broadly similar, although relative to the other systems one system had a bias towards good performance on same-speaker trials at the cost of poor performance on different-speaker trials and another had a bias towards good performance on different-speaker trials at the cost of poor performance on same-speaker trials. The authors discussed the importance of selecting appropriate data for modeling the population, including language spoken, and/or compensation techniques to
account for mismatches between the training and test data, including mismatches in recording duration.

In 2012 Rose [64] described how likelihood ratios had been calculated from fundamental-frequency and formant-frequency measurements made on the word “yes” and the phrase “not too bad” in an actual forensic case for which the analysis was conducted in 2007. The offender recording was from a telephone call and the suspect recordings from police interviews. Rose also commented on advances made in forensic-voice-comparison research since that time.

Enzinger [65] published a preliminary report on a study based on the conditions of an actual forensic case. The case was somewhat atypical: There were two speakers on a single mobile-to-landline telephone recording. The identity of the speaker of a two-second-long utterance within the recording was in question, but it had to be one of the two aforementioned speakers. In most of the training data, one speaker was relatively far from the microphone and one relatively close, but the questioned utterance was close. The paper illustrated procedures for calculating a likelihood ratio under the conditions of this case using relevant data, quantitative measurements (cepstral coefficients in this case), and statistical models, and procedures for testing the validity and reliability of the forensic-voice-comparison system under the conditions of this case, i.e., it provided an example of how to implement the new paradigm under actual casework conditions.

A number of forensic-voice-comparison studies have investigated the effectiveness of extracting acoustic information by fitting parametric curves to the formant trajectories (and for tonal languages fundamental-frequency trajectories) of tokens of selected vowel phonemes (e.g., Chen & Rose [66], Enzinger [67], Hughes [68], Jialin & Rose [69], Li & Rose [70], Morrison [71] [72], Pingai et al [73], Rhodes [74]) and assessing whether adding these features to a baseline system (e.g., mel frequency cepstral coefficients, MFCCs, fitted to the entire speech-active sections of the recordings) leads to improvement in performance over the baseline system (e.g., Zhang et al [75] [76] [77] [78]). Initial results using high-quality voice recordings were promising, but studies using various combinations of landline- and mobile-telephone-transmitted voice recordings found little or no meaningful improvement in performance over a much cheaper baseline system, especially when mobile telephones were involved (Zhang et al [77] [78]). The latter is an important finding given the popularity of the use of formant measurements by acoustic-phonetic forensic-voice-comparison practitioners and the propensity for forensic casework to involve telephone-transmitted (especially mobile-telephone-transmitted) speech.

A number of studies investigated the effectiveness for forensic voice comparison of extracting information from glottal features. Kinoshita & Ishihara [79] and Zheng & Rose [80] tested the use of features based on the distribution of fundamental-frequency measurements made across all voiced speech in recordings, but neither compared their system’s performance with that of a baseline system. As mentioned above, several studies (Chen & Rose
Jialin & Rose [69], Li & Rose [70], Zhang & Enzinger [78]) tested the use of fundamental-frequency trajectories for selected vowels in tone languages (Cantonese and Mandarin, see also Wang & Rose [81]). Enzinger et al [82] tested a number of glottal-source measurements (jitter, shimmer, and many more) extracted using commercial software, but did not obtain substantial improvement over a baseline system.

Kavanagh [83] [84] and Yim & Rose [85] investigated the effectiveness for forensic voice comparison of extracting acoustic information from the spectra of selected nasal phonemes. They did not compare the performance of their systems with a baseline system. Rose [86] [87] [88] investigated the effectiveness for forensic voice comparison of using cepstral coefficients to measure the spectra of tokens of a selected fricative phoneme and tokens of selected vowel phonemes. The data were read speech recorded over landline telephone systems. The last of these studies found an improvement in performance over a baseline system based on the entire speech-active portion of the recordings when the fricative-spectra system was fused with the baseline.

The use of long-term-formant (LTF) distributions for forensic voice comparison has been discussed in previous Interpol Forensic Science Symposium reviews (Bijhold et al [50], Kriigel et al [51]). Gold et al [89] tested the performance of an LTF forensic-voice-comparison system but did not compare the results with the performance of a baseline system. Becker [63] did not find substantial improvement over an MFCC baseline system when an LTF system was fused with the baseline system.

Rose & Winter [90], Morrison [71], and Zhang et al [75] tested the effectiveness of the Gaussian Mixture Model - Universal Background Model procedure (GMM-UBM, e.g., Reynolds et al [91]) versus the Multivariate Kernel Density procedure (MVKD, Aitken & Lucy [92]) for calculating likelihood ratios based on formant measurements. Which of the two procedures works best appears to depend on bias-variance tradeoffs related to the number of variables and number of data points used to train the models.

Rhodes [74] investigated the effect of large time differences between suspect and offender recordings on the performance of formant (including formant-trajectory) based forensic-voice-comparison systems and on the performance of a commercial forensic-voice-comparison system. Testing was conducted on recordings of eight speakers made at seven-year intervals between age 21 and 49 (a total of five time points per speaker). Performance for both systems decreased with increased time span.

A number of the studies reported above did not calibrate the forensic-voice-comparison systems employed. Calibration can ameliorate what would otherwise be very misleading results, and in some circumstances it is essential if one wishes to interpret system output as likelihood ratios. Morrison [93] published a tutorial on logistic-regression calibration and fusion including examples taken from forensic voice comparison as well as fingerprint
comparison. A number of the studies reported above tested on contemporaneous data, i.e., same-speaker test pairs were created by dividing a single recording. Apart for exceptional cases (such as in Enzinger [65]) if the recordings of known and questioned origin are in fact from the same speaker, they are non-contemporaneous recordings of that speaker. Enzinger & Morrison [94] reported on a study which empirically illustrated that testing on contemporaneous data gives an overly optimistic impression of system performance compared to testing on non-contemporaneous data.

### 3.5 Empirical research on forensic voice comparison not conducted within the new paradigm

Papers reviewed in this section describe empirical studies which were not conducted within the new paradigm. A number of the studies mentioned in the previous section included multiple analyses some of which were more or less compatible with the new paradigm and some of which were clearly incompatible with the new paradigm, those studies are not re-reviewed in this section.

Schwartz et al [95] described the United States Secret Service - Massachusetts Institute of Technology Lincoln Laboratory (USSS-MITLL) forensic-voice-comparison system applied to the National Institute of Standards and Technology’s Human Assisted Speaker Recognition Evaluation (NIST HASR). An auditory-acoustic-phonetic system whose ultimate output was based on a human expert’s judgment was fused with an automatic system. The relative weighting of the two systems in the fusion was also subjectively decided. The HASR Evaluation required that the system provide a same-speaker or different-speaker decision.

Mendes & Ferreira [96] obtained improvement in correct-identification rate when they fused a baseline MFCC system with a system based on normalized relative delays of source harmonics from selected vowels. High-quality audio recordings were used.

Thaitetchawat & Foulkes [97] investigated the effectiveness for forensic voice comparison of extracting acoustic information from formant and fundamental-frequency trajectories in a tone language (Thai). Classifications were performed using discriminant analysis.

Künzel [98] tested the performance of a commercial forensic-voice-comparison system on cross-language compared to same-language test pairs. Transmission conditions tested were landline telephone, mobile telephone, and voice over Internet protocol. Cohorts of recordings in the same language and same transmission condition as the suspect recording were used to normalize system scores (Z-norm). False-alarm rates for different-speaker trials were only slightly worse for the cross-language trials than for the same-language trials.
3.6 Disputed utterance analysis

Three papers looked at issues related to the disputed utterance in the 2009 New Zealand Supreme Court case Bain v R [2009 NZSC 16]. This was a very high profile case in New Zealand. Innes [99] discussed the background to the case and the expert opinions with respect to the disputed utterance. The prosecution contended that the words spoken were “I shot the prick”, an admission of guilt, whereas the defense contended that these were not the words spoken. Some of the experts consulted thought they heard the words “I can’t breathe” (and this was actually what Bain claimed to have said, although this was not revealed at the time). Most of the experts (French, Harrison, Cawley, Foulkes, Innes) based their opinions on what they heard and some opined that it was even uncertain as to whether the disputed utterance was speech or simply breathing. None came down in support of the “I shot the prick” hypothesis. The Supreme Court ruled that the jury in the trial proper should not be allowed to hear the disputed utterance, or any reference to the prosecution hypothesis, or expert testimony relating to the disputed utterance.

Fraser et al [100] experimented on what jury members might have heard had they been asked to listen to the disputed utterance. A total of 190 listeners were tested in two conditions. On initial listening the most common response from the listeners as to what they heard was “I can’t breathe” (from 60 of the 190 listeners). Only three heard “I shot the prick” (one of these had previous knowledge of the case and the other two were police officers). After one group heard mock expert testimony in support of the hypothesis that the words spoken were “I shot the prick” the number of listeners reporting this as being what they believed the words to be raised from 1 to 32 (of 96), and then after hearing mock expert testimony to the contrary that dropped to 26. For listeners in a control group who heard mock expert testimony that the words spoken were “he shot them all” the number reporting that they believed the words to be “I shot the prick” rose from 2 to 3 (of 94). Finally, both groups were told that the words spoken were definitely not “I shot the prick” at which point the number of listeners reporting this as being what they believed the words to be dropped to 17 for the first group, but rose to 11 for the control group. This demonstrated that although very few listeners heard the words “I shot the prick” without being prompted, a substantial proportion could be induced to hear these words if they were suggested to them, and, more disturbingly, even if the suggestion came in the form of being told that these were not the words.

One expert (Rose, whose evidence the defense held back for potential presentation in the trial proper rather than in the Supreme Court hearing) opined in his report that what anybody heard was irrelevant, what mattered was what Bain said, that the best way to assess this was via acoustic analysis rather than auditory perception, and that the proper way to evaluate the strength of the evidence was via a likelihood ratio, i.e., what are the relative likelihoods of getting the acoustic properties of the disputed utterance had the speaker said “I shot the prick” versus had he said “I can’t breathe”. As a research project Morrison & Hoy [101] conducted a preliminary version of such an analysis using telephone recordings of a speaker mimicking the
speaking style of the disputed analysis. The speaker produced about 40 tokens of each phrase. A form of cepstral analysis was conducted to extract acoustic information from the first speech sound in the known tokens of “shot” [] and “can’t” [ç] and from the speech sound in the equivalent position in the disputed utterance. Statistical models were trained and tested. The measured acoustic properties of the disputed utterance were found to be approximately 31 000 times more likely under the “can’t” hypothesis than under the “shot” hypothesis.

3.7 Voice-based lie detectors

Not mentioned in previous Interpol Forensic Science Symposium reviews, there was some controversy around a paper on voice-based lie detectors (formally voice stress analyzers) published by Eriksson & Lacerda [102]. The paper included criticism of a particular commercial product, and the manufacturer of that product threatened to sue the journal publisher. The publisher withdrew the paper from their website. Other recent papers published on the topic include Hollien et al [103], Harnsberger et al [104], Harnsberger [105], Horvath et al [106], and Lacerda [107]. These papers reported on theoretical and empirical assessments of commercial systems whose explicit or implied function is lie detection via acoustic analysis of voice signals. There may be a placebo effect whereby speakers who believe an effective lie-detection system is in use are less likely to lie, and human listeners may be able to perceive that speakers are lying at levels slightly above chance, but beyond that none of the studies found any substantial evidence in support of the hypothesis that any of the systems performed at levels above chance.

4. Audio Enhancement (Jeff M. Smith)

4.1 Introduction

The enhancement, or clarification, of forensic audio is a common task related to the processing and analysis of audio evidence. This is because recordings made by law enforcement, intelligence, or the general public, which end up as forensic evidence are commonly made in non-ideal environments with non-ideal equipment leading to degraded quality and a poor ratio of signal to noise (SNR). The general goals for the enhancement of forensic audio include: to increase intelligibility of speech present in a recording which may increase the accuracy of transcription and number of words present in a transcript, to decrease listener fatigue due to recorded interferences, and to decrease the SNR in the preprocessing of recorded material for automatic speech and speaker recognition systems.

Early innovations in this area still impact the set of current solutions including spectral subtractive algorithms [108] and statistical model based algorithms [109] that are applicable to monaural recordings. Where multiple microphone sources are available, spatial filtering by means of beamforming [110] and
Independent Component Analysis (ICA) [111] can be effectively applied. Some more recent advances in this area will be described below including a discussion of research into new algorithms for speech enhancement. Additionally, special attention will be given to recent developments in the evaluation of speech intelligibility, which has recently and naturally evolved within this mature field.

Since speech enhancement research is well established and research contributions in this area are very frequent, the impact of innovative research is hard to evaluate soon after initial publication. This literature review therefore will focus on a few novel and relevant publications in the main areas related to forensic audio enhancement: monaural and binaural approaches, deconvolution, speech intelligibility evaluation, and the new areas of Compressive Sensing (CS) and Computational Auditory Scene Analysis (CASA).

### 4.2 Reference works

There are two recent reference publications related to this field. The 2nd Edition of the Encyclopedia of Forensic Sciences featured a chapter on Forensic Audio Enhancement and Authentication [112] by Grigoras & Smith. In this chapter the authors present a basic procedure for the handling and processing of forensic audio for both enhancement and authentication. Additionally, references to best practices are provided.

Loizou’s 2nd Edition of Speech Enhancement: Theory and Practice [113] was published which continues to be a valuable reference in the area of speech enhancement. The new addition pays special attention of speech intelligibility including two new chapters on the subject.

The Scientific Working Group on Digital Evidence (SWGDE) publishes guidelines and best practices related to computer and mobile phone forensics as well as forensic audio. The Audio Committee made up of law enforcement and academia released the “Core Competencies for Forensic Audio v1.0” in September of 2011, which complements the previously drafted “Best Practices for Forensic Audio v1.0” from 2008. These documents are valuable resources for the drafting of laboratory practices and Standard Operating Procedures (SOPs) respecting consensus driven best practices for forensic audio processing and enhancement.

### 4.3 Enhancement of Monaural and Binaural Recordings and Future Areas of Research

Two interesting papers related to tone removal from recordings were presented at the AES 46th International Conference on Audio Forensics. Haddad & Noga [114] present a novel method for removing tone interferences by utilizing a super resolution spectrum analysis technique to remove the poles of the unwanted signal. In testing, this method showed better results than the traditional notch filter when preprocessing material for speaker
recognition tasks. Nordlund & McElveen [115] present a solution for removing non-stationary tonal noises by whitening the signal’s noise floor and identifying tonal peaks for subtraction. This achieves higher-resolution subtraction reducing error and distortion.

Another useful approach in forensic audio enhancement is the separation of signals in a monaural recording by using commercially available material present in the recording (music, TV broadcast, etc.) to synthesize binaural reference cancellation. The problem with application of this method in forensics is in time domain alignment and drift of the often low-quality source to the commercial reference material. Ding & Havelock [116] propose a drift-compensated adaptive filter (DCAF) to achieve better cancellation while Alexander et al [117] apply landmark-based acoustic fingerprinting, similar to what is used in Shazam and other music identification services, to automatically align material.

Recent research by Paliwal et al [118] into processing noisy audio signals in the modulation domain has shown an improvement over traditional acoustic spectral subtraction. Another exploration of processing in the modulation domain by Zhang & Zhao [119] achieves binaural blind source separation.

In another growing area of research, computational auditory scene analysis (CASA), researchers seek to emulate with a machine the human ability to overcome the so-called “cocktail party effect”. It has been shown by Wang [120] that the main concern of CASA is use of the ideal time-frequency binary mask (IBM). Recent papers on IBM estimation in speech enhancement include May et al [121] and Jensen & Hendriks [122].

Another new area of research that has had profound effect in many areas is compressed sensing or CS introduced by Candès et al and Donoho [123] [124]. This technique can help acquire and reconstruct a signal from a sparse or underrepresented dataset allowing the entire signal to be determined from relatively few measurements; fewer than those set forth by the Nyquist theorem (which requires twice the highest sampled frequency). D. Wu et al [125] have explored application of CS based speech enhancement finding that compressed speech and noise via discrete cosine transform (DCT) achieves proper signal sparsity for compressed sensing. Low et al [126] provide a good overview of compressive sensing and speech enhancement. P. Wu et al have also used CS in multichannel dereverberation, or deconvolution, of audio signals [127].

4.4 Speech Quality vs. Speech Intelligibility

As discussed earlier, one crucial aim in the enhancement of forensic audio recordings is to increase intelligibility of speech material in order to increase accuracy and words present in a transcript. Recently, it has been found that the classical methods of enhancement are effective at increasing the signal quality (increase in SNR) but do not increase intelligibility AND may actually make speech less intelligible. Subjective listening tests by Hu and Loizou
using the NOIZUS database shed light on this. Hilkhuysen et al recently found congruent results in testing three algorithms (spectral subtraction, MMSE, and subspace) with difficult noise types (car and talker babble).

Thus, recent changes have taken place in the research and development of speech enhancement algorithms focused on speech intelligibility. Loizou & Kim discuss this further and add additional findings of interest like that fact that in testing subspace algorithms perform worst in overall quality but perform well in terms of preserving speech intelligibility. They urge researchers focusing on intelligibility to maximize greater than 0 dB the segmental SNR in the frequency domain. A predictive measure for determining speech intelligibility has been proposed by Taal et al with a short-time objective intelligibility measure (STOI) as a reliable means for obtaining evaluation data while avoiding costly listening experiments.

Researchers at the Center for Law Enforcement Audio Research (clear-labs.com) in the UK investigate this area with special attention to processing forensic audio by examiners. Hilkhuysen et al investigate improvement of intelligibility based on parameter settings of commercial equipment chosen by experts attempting to increase intelligibility. Findings were that while parameter settings varied greatly, experts attempting to enhance noisy speech propose parameter settings which generally deteriorate intelligibility. In another interesting paper, Hilkhuysen et al investigate whether repeated listening to audio material (replay) improved intelligibility or understanding of utterances. This is important because experts and those preparing transcriptions commonly replay audio material. The study found that after replaying 5 times, listener performance saturated while listeners themselves underestimated their performance believing it improved after replaying 5 times. The authors conclude that replay can improve intelligibility performance but may lead to overconfidence.

5. Organizations

Forensic audio analysis is a growing community that has members in several international working groups:
- AES - Audio Engineering Society: The Audio Engineering Society is devoted exclusively to audio technology. Founded in the United States in 1948, the AES has grown to become an international organization that unites audio engineers, creative artists, scientists and students worldwide by promoting advances in audio and disseminating new knowledge and research. http://www.aes.org/
- ENFSI FSAAWG – European Network of Forensic Science Institutes Forensic Speech and Audio Analysis Working Group: a European group that
is focused on all aspects of forensic audio and speech analysis, including linguistics. “Membership of FSAAWG is open to representatives from all ENFSI member institutes. Members have to be active in the areas of forensic speech and audio analysis.” “Representatives from non-ENFSI members who are active in the field of forensic speech and audio analysis examinations can apply for associate membership.” http://www.enfsi.eu/page.php?uid=63
- The Forensic Acoustics Subcommittee (FAS) of the Acoustical Society of America (ASA) was established in 2010 and organizes a special session at an ASA meeting approximately once per year. “Membership of the ASA Forensic Acoustics Subcommittee is open to current members of the ASA.” Website: http://asa.forensic-acoustics.net/
- The Forensic Speech Science Committee (FSSC) of the Australasian Speech Science and Technology Association (ASSTA) was established in 1996. Membership of the committee is by invitation. Website: http://www.assta.org/?q=assta-forensic-speech-science-committee
- IAFPA - The International Association for Forensic Acoustics and Phonetics was established in 1991 and holds an annual conference. “Full membership is available to established phoneticians and acousticians with operational and/or academic interests in forensic applications of phonetics or acoustics.” Website: http://www.iafpa.net/
- NCMF - National Center for Media Forensics: an American center that is part of the University of Colorado which has a strong forensic audio program in addition to research and education in video and image forensics. http://www.ucdenver.edu/academics/colleges/CAM/Centers/ncmf/Pages/ncmf.aspx
- SWGDE - Scientific Working Group on Digital Evidence: an American group that includes a forensic audio committee that has produced best practices manuals and is promoting research on forensic audio. http://www.swgde.org/
- SWG-Speaker - Scientific Working Group on Speaker recognition: a new created American group to support and promote the scientific foundations and practice of speaker recognition, voice data collection, measurement, transmission, and retrieval. http://swg-speaker.org/
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